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ABSTRACT
Evidence-based fake news detection is to judge the veracity of news
against relevant evidences. However, models tend to memorize the
dataset biases within spurious correlations between news patterns
and veracity labels as shortcuts, rather than learning how to inte-
grate the information behind them to reason. As a consequence,
models may suffer from a serious failure when facing real-life con-
ditions where most news has different patterns. Inspired by the
success of causal inference, we propose a novel framework for
debiasing evidence-based fake news detection1 by causal inter-
vention. Under this framework, the model is first trained on the
original biased dataset like ordinary work, then it makes conven-
tional predictions and counterfactual predictions simultaneously in
the testing stage, where counterfactual predictions are based on the
intervened evidence. Relatively unbiased predictions are obtained
by subtracting intervened outputs from the conventional ones. Ex-
tensive experiments conducted on several datasets demonstrate our
method’s effectiveness and generality on debiased datasets.

CCS CONCEPTS
• Computing methodologies → Natural language processing;
• Information systems → Data mining.

∗To whom correspondence should be addressed.
1Code available at https://github.com/CRIPAC-DIG/CF-FEND
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1 INTRODUCTION
The widespread misinformation including fake news on social me-
dia has influenced several major events, such as the 2016 U.S. presi-
dential elections [1], COVID-19 infodemic [10]. The subtly manipu-
lated content and large scale make it difficult and laborious for fact-
checkers to debunk false claims in time. In consequence, pattern-
based [3, 8, 14, 19, 23, 24] and evidence-based [9, 15, 17, 18, 21, 22]
fake news detection has been proposed to deal with these phenom-
ena. In this work, we focus on the robustness of evidence-based
approach, which integrates external evidences to reason whether
the news is consistent with evidences and predicts its veracity.

Although there has already been steady progress made in the
research of evidence-based fake news detection in recent years,
state-of-the-art methods are vulnerable to unexpected dataset bi-
ases. These biases are always introduced during data collection. It
has recently been demonstrated that detecting fake news by only
using the claim can even achieve an approximate performance to
that of using both claim and evidence [7]. These results contradict
our assumption that veracity can only be determined over evidence,
and confirm the existence of some signal patterns and biases within
news which dominate the veracity judgement. Several research has
been made to investigate the biases introduced when collecting
dataset, owing to annotation artifacts [6, 13]. In addition, some
biases are formed in the process of sample selection. Specifically for
news detection, fact-checkers always select the news according to
the dissemination scope, potential influence, and related fields. As
such, some give-away words are closely related to certain veracity
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Figure 1: The architecture of the counterfactual framework. In the inference stage, the claim and evidence are first input
and passed through modules to generate conventional outputs. Next, our framework replaces relevant evidences with the
masked evidence to make a counterfactual inference. Finally, the debiased outputs are obtained by the subtraction of the above
two outputs. Corresponding causal graphs are depicted next to the framework, including the variables of claim 𝑐, evidence 𝐸,
mediator 𝐾 and prediction 𝑌 .

labels, as news of the same event may contain similar writing styles
and text patterns. For example, phrases like "golden medal" and
"fight" often occur in news related to the sports events, forming
specific patterns unintentionally. As a consequence, deep models
tend to utilize these spurious correlations between keywords in
news and its labels to predict, and thus fail to perform reasoning
over the evidence. This issue seriously affects models’ robustness
and generalization, especially when transferring models to datasets
that may have different patterns.

To deal with the issue above, we propose a novel method to mit-
igate bias by causal intervention [5, 12]. Recently some researchers
have introduced causal inference to successfully solve the bias prob-
lem in vision question answering [11] and text classification [16].
Their debiasing methods can better analyze the existence of biases
and remove them. Inspired by their work, we decompose the prob-
lem of evidence-based fake news detection from the perspective of
causal inference. In conventional inference, the task is formulated
as a question: "what will the veracity be if seeing both news and evi-
dence?" Under this circumstance, the information of news, evidence,
and the knowledge behind them have combined altogether, making
up the total causal effects on predictions where the biases in news
patterns are hard to detach clearly. Alternatively, we can review
this problem in a counterfactual way and ask another question:
"what will it be if only see the news without access to evidence?"
The output distribution to this question captures biases in the form
of direct causal effects of news on the prediction. Because the in-
formation of evidence is intervened, and the strong correlation
between news patterns and labels is the only basis of the decision.
Then we can subtract direct effects from total effects to counteract
the contribution of biases to the final prediction. Such inference
process is the same as that when humans make predictions to some
extent, as humans can distinguish what is important or deceptive
and make an unbiased inference in a complex scenario.

Therefore, we incorporate causal thought to alleviate biases in
fake news detection and improve models’ capability of reasoning.
This debiasing framework consists of two phases, including bi-
ased training and unbiased testing. Specifically, the evidence-based
model is first trained with both news and evidence as inputs on
the biased dataset just like common work. While in the testing
stage, the model is asked to perform extra counterfactual reasoning.
This process is under the circumstance of causal intervention of
blocked evidence information. And it aims to identify how biases
affect the distribution of outputs. At last, the debiased prediction is
obtained by subtracting biased outputs from conventional outputs.
It is worth noting that our framework doesn’t require a customized
training process, and it is convenient to implement.

Our main contributions of this work are as follows:
• To mitigate the bias problem, we propose a novel frame-
work for debiasing fake news detection models by causal
intervention.

• We conduct extensive experiments on several real-life datasets
with advanced base models. The results demonstrate that
our counterfactual framework shows strong performance in
mitigating biases and is model-agnostic.

2 METHOD
Problem formulation We formulate evidence-based fake news
detection as a classification problem, where the object of the base
model is to predict the veracity class 𝑦 of a claim 𝑐 given its content
and relevant evidences 𝐸 = (𝑒1, 𝑒2, ..., 𝑒𝑛). And our debiasing frame-
work aims to help the model learn a set of the optimized parameter
Θ𝑀 , and make it more robust to biases within datasets.

Motivated by the effectiveness of existing debiasing work by
causal inference, we leverage causal theory to analyze evidence-
based fake news detection essentially. And we propose a novel
counterfactual framework for debiasing fake news detection. The
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overall structure of our framework to intervene base model is de-
picted in Figure 1. In this section, we detail the biased training
and bias removal over a causal graph to show how our framework
generates debiased outputs.

2.1 Biased Training
Our framework first decomposes and modifies the base model to
a unified structure, including a textual embedding module, claim-
evidence interaction module, and fusion module. Then base models
can be embedded into our framework.

During the training stage, the framework treats the base model
like traditional work, and trains it on the original biased dataset.
The claim and evidences are taken as inputs to the model simul-
taneously and are passed through each layer hierarchically. First,
the claim and evidences are mapped to token embeddings by the
embedding layer. Then the claim-evidence interaction module gen-
erates the claim-aware representation of evidences 𝑇𝐸 = 𝑖 (𝑐, 𝐸)
after receiving the token embeddings, where 𝑖 (·) represents the
interaction function. The textual embedding layer also transforms
the claim into a dense feature 𝑇𝑐 to encode its semantics. Finally,
the intermediate representations of claim 𝑇𝑐 and evidences 𝑇𝐸 are
both input to the fusion module to aggregate information. This
module outputs predicted distribution for each category, which can
be denoted as:

𝑦𝑐,𝐸 = ℎ(𝑇𝑐 ,𝑇𝐸 ) (1)

where𝑦𝑐,𝐸 is the output probability distribution, andℎ(·) represents
the fusion function. For brevity, we represent the overall model as
a function 𝑦𝑐,𝐸 = 𝑓 (𝑐, 𝐸). Under this circumstance, the total causal
effect of both claim and evidence on the answer is estimated by the
model. To optimize the trainable parameters Θ of the model, we
utilize cross-entropy loss as the training objective and minimize it,
which is written as:

LΘ (𝑦,𝑦𝑐,𝐸 ) = −
∑︁
𝑗

𝑦 𝑗 log𝑦𝐸,𝑗 (2)

where 𝑦 is the ground-truth label in binary vector.

2.2 Bias Removal over Causal Graph
After biased training, the model unintentionally memorizes and
relies on some spurious correlations to predict in addition to learn-
ing reasoning. Therefore, we introduce a causal graph to view the
reasoning operation of the model, and show how to capture and
remove bias.

2.2.1 Causal Graph. We first take a look at evidence-based fake
news detection from a causal perspective. The complete causal
graph is illustrated in the conventional inference in Figure 1. It is
in the form of a directed acyclic graph G = (N , E), where N is
a set of variables including the news 𝑐 , evidences 𝐸, the mediator
𝐾𝑐,𝐸 of news and evidence, as well as the prediction 𝑌 . E is a set
of causal links denoting causal relations between these variables.
For instance, (𝑐, 𝐸, 𝐾𝑐,𝐸 ) → 𝑌 is the total causal effect (TE) as all
variables are involved, indicating how the claim and evidences work
together to affect the mediator and the final prediction. While the
causal link of 𝑐 → 𝑌 is the natural direct effect (NDE) of news pat-
terns on the answer which introduces biases, as illustrated in the

causal graph in Figure 1. And it is difficult to be mitigated straight-
forwardly. The relatively unbiased inference should be based on
the total indirect effect (TIE) which is the knowledge behind the
claim and evidence, and it can be achieved by comparing TE and
NDE.

2.2.2 Bias Distillation. Counterfactual inference means inferring
possible results by assuming conditions that some variables do
not work. Then we can distinguish how many contributions the
remaining variables make to the results. In the context of fake news
detection, the corresponding counterfactual inference is to ask the
model to predict veracity with only access to the claim and the
information of evidence being blocked. Specifically, we conduct the
causal intervention to wipe out all the in-coming links of variable K
and assign a certain value representing blocked evidence. Generally
speaking, when only the news is provided, the veracity is hard
to predict due to the lack of sufficient information for reasoning.
Consequently, the model has to depend on the obvious correlations
between news patterns and its label which introduces biases. We
represent the evidence with the treatment of being blocked as 𝐸∗,
and the counterfactual output of the model can be denoted as:

𝑦𝑐,𝐸∗ = 𝑓 (𝑐, 𝐸∗) (3)

However, in practice, the evidence-based neural model can’t sim-
ply disable the component of processing evidence and receive the
void value of evidences as input. To represent the blocked evidence
representation 𝑇𝐸∗ after the causal intervention, our framework
uses the average claim-aware evidence feature which is obtained
from the interaction module on the whole training set, following
previous work [20]. We assume that the average feature can repre-
sent the inference that people can make only based on the existing
knowledge without access to additional evidence information. Then
the average feature is applied to replace the original evidence fea-
ture 𝑇𝑐,𝐸 and is input to the fusion module with 𝑇𝑐 . Thereafter, the
counterfactual output can also be written as 𝑦𝑐,𝐸∗ = ℎ(𝑇𝑐 ,𝑇𝐸∗ ).

Under this intervened circumstance, original causal links other
than 𝑐 → 𝑌 are interfered with, and thus the signals of relevant
evidences are blocked.

2.2.3 Bias Removal. Finally, to mitigate bias in the outputs, the
model is asked to carry out both a traditional prediction 𝑦𝑐,𝐸 and
a counterfactual prediction 𝑦𝑐,𝐸∗ simultaneously. As mentioned
before, 𝑦𝑐,𝐸 represents all effects of variables, and 𝑦𝑐,𝐸∗ captures the
extent of bias within the dataset. Then we perform element-wise
subtraction following [16] to obtain a relatively unbiased output 𝑦:

𝑦 = 𝑦𝑐,𝐸 − 𝜆 · 𝑦𝑐,𝐸∗ (4)

where 𝜆 is a parameter introduced to avoid insufficient or excessive
subtraction.

3 EXPERIMENTS
3.1 Experimental Configurations
3.1.1 Datasets. We utilize two datasets [7] whose claims and corre-
sponding labels are collected from twomajor fact-checkingwebsites
PolitiFact2 and Snopes3. These datasets mainly focus on political

2https://www.politifact.com/
3https://www.snopes.com/
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Table 1: Experimental results of base models in the setting without (BASE) or with the counterfactual framework (+CF). “F1-Ma”
and “F1-Ma” represent the metrics F1-Macro and F1-Micro respectively. The superior results are highlighted in boldface.

Method Snopes Snopes Hard PolitiFact PolitiFact Hard
F1-Ma F1-Mi F1-Ma F1-Mi F1-Ma F1-Mi F1-Ma F1-Mi

BERT 0.676 0.723 0.431 0.472 0.659 0.663 0.292 0.294
BERT+CF 0.677 0.722 0.550 0.564 0.668 0.671 0.371 0.372
MAC 0.678 0.725 0.525 0.575 0.658 0.661 0.365 0.366

MAC+CF 0.680 0.724 0.587 0.598 0.660 0.661 0.441 0.443
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Figure 2: The performance of different coefficient 𝜆.

events. The claim is used as a query to retrieve top-10 relevant snip-
pets as evidence. Then the evidences from the same website origin
as the claims and the claims with non-veracity labels is filtered.
For Snopes claim, we merge 𝑓 𝑎𝑙𝑠𝑒 ,𝑚𝑜𝑠𝑡𝑙𝑦 𝑓 𝑎𝑙𝑠𝑒 into 𝑓 𝑎𝑙𝑠𝑒 claims
and the rest to 𝑡𝑟𝑢𝑒 claims, following previous work [15]. And for
PolitiFact claim, we also𝑚𝑒𝑟𝑔𝑒 𝑝𝑎𝑛𝑡𝑠 𝑜𝑛 𝑓 𝑖𝑟𝑒 ,𝑚𝑜𝑠𝑡𝑙𝑦 𝑓 𝑎𝑙𝑠𝑒 , 𝑓 𝑎𝑙𝑠𝑒
into 𝑓 𝑎𝑙𝑠𝑒 claims and the rest to true claims. Note that we give
up using the existing datasets processed by DeClarE [15] whose
claims are also from the same websites, because its claims have
been normalized and contain few patterns. In addition, we split
subsets from the original testing sets like previous work [6]. These
subsets contain claims which are incorrectly classified by a BERT-
based claim-only model, denoted as Snopes Hard and PolitiFact
Hard respectively. Such datasets are regarded as a more challenging
evaluation to measure the reasoning ability of the model.

3.1.2 Baselines. To prove the effectiveness of our framework, we
choose two base models of evidence-based fake news detection.

• BERT [7]. Similar to Brand et al. [2], they construct a BERT
[4] based model to encode text, where the [CLS] token em-
bedding represents corresponding semantic. And the atten-
tion mechanism is adopted to aggregate evidence informa-
tion.

• MAC [18]. They introduce a hierarchical multi-head atten-
tion network to capture word-level and document-level in-
teractions between news and evidence. Source credibility
is also integrated. In this work, we implement a simplified
version excluding publisher information.

3.1.3 Implementation Details. The maximum lengths of claims and
evidences are set to both 100, and each claim is paired with 10 rele-
vant articles in both datasets.We keep the same data splits following
previous work [7]. The model is trained on five different seeds and
the average experiment results are reported. The counterfactual
parameter 𝜆 ranges from 0.1 to 1.0 with regard to the evaluation
set. The pre-trained BERT is utilized to get the token embeddings.
We reproduce all the base models via python 3.6.13 and Pytorch
1.5.1, and run the experiments on NVIDIA RTX 3090 GPUs.

3.2 Overall Performance
The experiment results conducted on four datasets are summarized
in Table 1. By comparing the base models with and without the
counterfactual framework, we can observe that our method effec-
tively improves the performance of base models on the difficult
testing sets.

Firstly, there is a significant performance decline of base models
from original testing sets to hard ones. We can infer that the claim-
evidence models perform better on those examples which can be
easily classified to correct categories with claims only, while worse
on hard examples. It is because the models tend to memorize biases
of spurious correlations between news patterns and labels, instead
of learning how to reason. Under the circumstance of hard examples,
models can no more leverage these biases as shortcuts. Therefore,
the hard testing sets pose a severe challenge to intrinsic reasoning
ability.

Secondly, with the help of our counterfactual framework, base
models outperform the ones without the debiasing method signif-
icantly on hard testing sets. In detail, the base models obtain an
average improvement on F1 Macro up to 19.7% and 23.9% in hard
scenarios respectively. It indicates that our method is effective in
mitigating bias and is model-agnostic. However, it is worth noting
that the framework can only maintain the performance or obtain
marginal improvements on original testing sets. We attribute these
different results to the bias within different testing sets. The original
ones contain much bias which can be learned in training data, while
the hard ones are more balanced and require complex reasoning.
And our method aims to improve the robustness of models under
more generalized circumstances, rather than fitting specific biases
in training data.

3.3 Sensitivity Analysis
We conduct experiments with different values of counterfactual
coefficient 𝜆 ranging from 0.0 to 2.0, as depicted in Figure 2. This
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Claim A photograph taken by the Hubble Space Telescope shows a nebula dubbed the ‘Eye of God’.  
[TRUE]

Doc 1 First, we take a look at an iconic photo. This Hubble picture is widely recognized; it is the 
view of the so-called Pillars of Creation within the Eagle Nebula. [See a .... nebula in the 
constellation Aquarius also known as the ‘Eye of God’.

Doc 2 This beautiful image was originally dubbed 'The Blue Marble' by the astronauts ... 
The Hubble Space Telescope captured this wonderful image of the nebula in ... In the recent 
years the nebula has been given the nickname of 'The Eye of God’

True
False

Conventional Inference Counterfactual Inference 

0.13

Debiasing Outputs

0.87

0.04
0.96

True
False

0.52
0.48

True
False

(a)

Claim A live poll conducted by ABC News in August 2016 shows Donald Trump, Jill Stein, and Gary 
Johnson all well ahead of Hillary Clinton. [FALSE]

Doc 1 Hillary Clinton has advanced among women and consolidated support in her party. ...WATCH 
New Poll Shows Clinton Leading Trump by 8 Points ... Libertarian Gary Johnson and Green 
Party candidate Jill Stein, ... Trump has done less well in consolidating his base

Doc 2 The numbers are according to a new Washington-Post-ABC News... Hillary Clinton and 
Donald Trump are virtually tied heading into their first ... Gary Johnson and 1 percent support 
the Green Party's Jill Stein. ... average shows Clinton likewise ahead by 3.7 percentage points

Conventional Inference Counterfactual Inference Debiasing Outputs

True
False

0.31

0.69

0.83
0.17

True
False

0.27

0.73

True
False

(b)

Figure 3: The visualization of two hard cases. Debiased out-
puts have been normalized. 𝜆 is set to 0.9 and omitted for
brevity in the figure.

coefficient controls the proportion of counterfactual outputs to be
subtracted. MAC [18] is utilized as the base model of our framework.

There is a significant fall in the original datasets when 𝜆 is in-
creasing. It indicates that biases exist actually in these datasets and
the base model tends to memorize such biases. Once the depen-
dence on spurious correlations is reduced, the model fails to predict
the veracity of news correctly. And on the Snopes Hard dataset, we
can observe that the performance grows first and achieves the best
when 𝑙𝑎𝑚𝑏𝑑𝑎 is 0.6. This phenomenon is mainly due to different lev-
els of bias removal. A moderate subtraction can effectively mitigate
the effects of biases, while a large 𝜆 may lead to the loss of useful
information. However, the performance on PolitiFact Hard dataset
always increases with the growth of 𝜆, indicating the different
distributions and biases within this dataset.

3.4 Case Study
As illustrated in Figure 3, we visualize two representative instances
in hard datasets. The first instance is relatively difficult since there
is a long-term dependency between keywords like "Hubble Tele-
scope", "nebula" and "Eye of God", which has been less explored by
existing work [22]. Then the model can only resort to news patterns.
However, our framework successfully captures the bias effects as
the counterfactual prediction on the ’False’ class is up to 0.96, and
recovers the answer distribution by element-wise subtraction.

In the second instance, there exist some explicit contradictions
between the news and the key sentence in evidences like "New
Poll Shows Clinton Leading Trump by 8 Points". Then the model

can easily categorize the news into the correct class based on the
reasoning. And the conventional and counterfactual outputs have
significantly different distributions. Our framework further consol-
idates the correct reasoning by enlarging the gap between them.

4 CONCLUSION
We have developed a novel counterfactual inference framework for
mitigating biases in evidence-based fake news detection. Specifi-
cally, we first train the model on the original biased dataset like
ordinary work. Then the bias can be distilled in the form of the
direct causal effect of the news on prediction by causal intervention.
In the inference stage, our framework subtracts the direct effect
from the total causal effect to obtain a debiased prediction. Sev-
eral experiments conducted on real-life datasets demonstrate the
effectiveness and generalizability of our framework.
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